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Abstract—1In this paper, we present a barebones robot
which is capable of interacting with humans based on social
contingency. It expands the previous work of a contingency
detector into having both human-model updating (developmen-
tal capability) and policy improvement (learning capability)
based on the framework of Infomax Control. The proposed new
controller interacts with humans in both active and responsive
ways handling the turn-taking between them.

I. INTRODUCTION

Infomax control refers to the real time organization of
behavior in a manner that maximizes the information gained
about events of interests. Movellan [1] illustrated how an
Infomax Control framework can be applied to the problem
of detecting social contingency. A real time controller was
developed that schedules its vocalizations in a closed loop
manner so as to maximize the long term gathering of infor-
mation about the presence or absence of responsive humans.
The approach was applied to a simple social robot whose
only goal was to detect responsive human beings. Although
the robot was remarkably efficient at finding responsive
humans using very simple sensors and actuators, it suffered
from a major deficiency: The model used a very simplified
model of human responsiveness, under which humans are
not expected to spontaneously vocalize to the robot so as
to initiate a communicative sequence. For example, when
humans see the robot for the first time, they typically try
to initiate the interaction by saying “Hello, robot”, etc. In
Movellan’s [1] model, this is interpreted as an unexpected
increase in the background response rate. As it turns out,
when such background changes occur the optimal thing to
do is to stay quiet, which turns out to be disruptive for the
interaction with humans. This problem is not due to the
Infomax Control framework itself but to the fact that the
model of social agency was too simplistic. Another problem
with the model was that it assumed stationary environments,
i.e., on each trial a human is assumed to be either present
or absent. Here we generalize the problem to non-stationary
environments in which humans may spontaneously enter or
leave conversational states.

II. CONTINGENCY DETECTION AND INFOMAX CONTROL

Watson proposed that contingency detection plays a crucial
role in the social and emotional development of infants, and it
is also a fundamental source of information for the definition

and recognition of caregivers [2], [3]. Movellan modeled
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the problem of detecting the social contingency from the
point of view of a barebones robot endowed with a single
binary sensor (ex. a microphone) and actuator (ex. a speaker)
[1]. The goal of the robot is to discover whether responsive
social agents (ex. caregiver) are present. The robot estimates
the belief about the presence of the social agents based on
Bayesian inference over two possible contingency clusters
(Fig. 1). The robot’s action policy is determined by Infomax
Control: set the robotic controller so that it maximizes the
expected information return about the presence (H; = 1) or
absence (H; = 0) of responsive social agents.
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Fig. 1. (a) The case where responsive humans (social agents) present:
H1 =1 (b) The case where there is no responsive human present: H; = 0

III. TWO HYPOTHESES FOR A NEW INFOMAX
CONTROLLER

In the original model of social contingency detection,
humans were assumed to be responsive (Fig. 1). Usually
a turn-taking process includes the opposite situation where
humans initiate the interaction and the robot responds to them
(Fig. 2). To handle the situation, we expand the structure
of robot’s hypothesis in the following way: In case of
the original model, the robot had single hypothesis, H;
describing whether there was a responsive agent or not. Here
we introduce another hypothesis, Hs denoting whether the
agent believes there is a responsive robot (to the agent) or
not. Then a new Infomax Controller can be designed based
on the combination of two hypotheses, H; and H; * Hs.

33 IV. MODELING HUMAN DYNAMICS USING HMMS

As mentioned above, the original model of social con-
tingency detection suffered two major limitations: (1) It
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Fig. 2. The case where humans initiate the interaction.

assumed a very simple hand coded model of human social
responsiveness, i.e., humans response to the robot but do
not initiate interactions on their own. (2) Under the model
humans are permanently in either a responsive or non-
responsive state. To address these limitations here we pro-
pose to extend the Infomax Control approach so that human
responsiveness can be directly learned from examples. Under
this framework a social agent has two components: (1) An
HMM that explains the observed sensory information in
terms of some hidden state dynamics and, (2) An Infomax
Controller in a manner that maximizes the gathering of
information about the hidden states of the HMM.

More specifically the new approach works as follows:
(1) During the development phase, an HMM is learned
that describes the observed history of actions and sensory
consequences to those actions. Due to the fact that the
presence or absence of responsive humans has a critical effect
on the consequence of the robot’s actions, the HMM develops
internal states related to the presence or absence of humans.
(2) At run time the HMM computes the posterior distribution
of the hidden states given the past history of observations
and actions (Fig. 3). (3) The information gained after each
action, i.e., the reduction in the posterior distribution of
hidden states, is used as a reinforcement signal. Off-the
shelf reinforcement learning methods, like value and policy
iteration are used to develop an Infomax Controller. The role
of the controller is to choose moment to moment actions that
maximize the information gained about the hidden states.

V. SIMULATIONS

We are conducting a series of experiments to test the
proposed approach both in computer simulations (Fig. 4)
and in actual social robots interacting with humans [4]. Pre-
liminary results show that the Infomax approach schedules
vocalizations in a manner that match well at a qualitative
level, the statistics of human interaction. For example, the
controller produces turn taking-behaviors with vocalizations
followed by periods of silence that last an average of 6
seconds. When implemented in a social robot, the system
is capable of detecting humans in a very wide variety
of conditions, including very noisy environments. Further
results for the model combine the simultaneous learning of
an HMM model of human dynamics and a controller that

maximizes information gathering will be available in the near 34

future.
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Fig. 3. An example of human modeling by HMMs: (a) A human’s
global dynamics of being present (H=1) and absent (H=0). (b) The human’s
behavior of making actions. (c) The posterior probability of the human being
present (H=1) calculated by the HMMs.
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Fig. 4. An example sequence of the robot interacting with a human which
is trying to initiate the interaction. Here, the robot is trying to be responsive
to the human with its high belief about the presence of humans. This is a
typical example of interaction which could not be dealt with the contingency
detector presented in [1].
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