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ABSTRACT
The goal of the RUBI project is to accelerate progress in
the development of social robots by addressing the problem
at multiple levels, including the development of a scientific
agenda, research methods, formal approaches, software, and
hardware. The project is based on the idea that progress
will go hand-in-hand with the emergence of a new scientific
discipline that focuses on understanding the organization
of adaptive behavior in real-time within the environments
in which organisms operate. As such, the RUBI project
emphasizes the process of design by immersion, i.e., embed-
ding scientists, engineers and robots in everyday life environ-
ments so as to have these environments shape the hardware,
software, and scientific questions as early as possible in the
development process. The focus of the project so far has
been on social robots that interact with 18 to 24 month old
toddlers as part of their daily activities at the Early Child-
hood Education Center at the University of California, San
Diego. In this document we present an overall assessment of
the lessons and progress through year two of the project.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Robotics

General Terms
Design,Experimentation,Human Factors

Keywords
Design by Immersion, Field Studies, Social Robots, Archi-
tectures for Social Interaction

1. PHILOSOPHY OF THE RUBI PROJECT
The development of social robots brings a wealth of sci-

entific questions and technological challenges that are only
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starting to be addressed in a coordinated manner [35, 10,
48, 9, 17, 20, 33, 38, 23, 34, 32]. Progress is likely to be
facilitated by a Kuhnian-style “Scientific Revolution” [24],
e.g., a shift in focus and methods towards the computational
analysis of real-time social interaction in everyday environ-
ments. With this idea in mind, two years ago we started
a project, named RUBI, to pursue three key insights: (1)
Progress can be accelerated by developing robotic systems
immersed in the environment in which they need to operate.
This allows feedback to occur on a daily basis, facilitating
the rapid discovery of problems that need to be solved. (2)
Social Robotics needs to emerge as a coherent program that
cuts across scientific disciplines. For example, decoupling
the study of human robot-interaction from computational
analysis and hardware development may be detrimental in
the long run. (3) Progress requires a mathematical frame-
work for the analysis of real time social interaction.

Following Solomon Asch’s views on the emergence of new
scientific disciplines [2], we avoided rushing into controlled
conditions and laboratory experiments. Instead our focus
was on observation and identification of scientific questions
and technological challenges. As such we emphasized the
process of design by immersion. The goal was to have real
life environments shape the hardware, software, and scien-
tific goals as early as possible in the development process.
We were also particularly inspired by David Marr’s philoso-
phy of science [27] which emphasizes the importance of com-
putational analysis, i.e., understanding the computational
nature of the problems that organisms solve when operating
in their daily environments.

We decided to focus the project on the development of
robot technologies to interact with toddlers (18-24 months
of age). Children at this age were chosen because they have
few preconceived notions of robots and because we believed
they would help focus our work on problems we deemed
particularly important, e.g., timing, non-verbal communica-
tion, and the development of affective and social bonding
behaviors.

In its two years of life the RUBI project has generated a
wealth of scientific articles spanning behavioral analysis of
human-robot interaction [42, 43, 44, 22, 14], new machine
perception primitives [6, 41, 26, 5, 4, 40], new machine learn-
ing algorithms [11, 29], and documentation of the process of
design by immersion [30, 18]. The specifics of the discover-
ies emerging from the project can be found in these articles.
Here we focus on a general overview of the progress and
experiences accumulated during the first two years of the



project. First we describe the origins and time-line of the
project. Second we summarize the progress and research
activities for Years 1 and 2. Finally we provide an overview
of our general experience in the project and the difficulties
we found implementing the design by immersion approach.

2. ORIGINS AND TIMELINE
The conceptual seeds of the RUBI project date back to

an NSF-ITR grant to develop machine perception primi-
tives, e.g., expression recognition, for autonomous tutoring
systems [12]. We realized that while such perception primi-
tives can be developed using current technology, the problem
of how to connect perception and action to produce fluid so-
cial behavior in real time is far less understood. The RUBI
project started in September 2004 [30] with an aim towards
studying this problem in a comprehensive way. The project
is still evolving and is currently operating under the auspices
of the UC Discovery Program. Below we describe the main
research activities and results obtained during Years 1 and
2.

3. SUMMARY OF YEAR 1: DEVELOPMENT
AND DATA GATHERING

The field studies in the RUBI project are being conducted
at the UCSD Early Childhood Education Center (ECEC).
The first 6 months of the project were spent volunteering at
the ECEC. This time was important for bonding with the
children, teachers, and parents, and for developing a sense
of the problems that were likely to be encountered. It also
helped shape the general philosophy of the RUBI project,
as expressed in the previous sections.

The next 6 months were dedicated to conducting field ses-
sions with two robots: RUBI, and QRIO. RUBI is a robot
platform that is being designed from the ground up by im-
mersion in the classroom. QRIO is a state of the art hu-
manoid robot prototype developed by Sony Corporation [1,
25, 19]. During these 6 months we conducted in one room
of ECEC a total of 60 field sessions (See Figure 2-Top) . All
the sessions were taped with two synchronized cameras for
further analysis.

4. SUMMARY OF YEAR 2
In Year 2 the focus was on analysis of the 60 videotaped

field sessions and on redesigning the software for the RUBI
robot prototype based on the lessons we learned as part of
Year 1.

4.1 Analysis of the Field Studies
Developing efficient methods to analyze the field sessions

in a manner that suited the goals of the project was not
a trivial task. Over time we found two methods particu-
larly useful: (1) The continuous audience response methods
used in marketing research [36, 16], and (2) Frame-by frame
labeling for the Presence/Absence of target behaviors.

Regarding the continuous audience response methods, we
developed software that allowed observers to operate a dial
in real time while viewing the video-taped sessions. The
position of this dial indicated the observer’s impression of
the quality of interaction seen in the video. 30 times per
second the program recorded the position of the dial and

Figure 1: A toddler playing with QRIO (left) after a teaching

session with RUBI (Right).

the video frame that the observers were viewing at that
moment. Overlaid on the video, the observers could see
a curve displaying their recent evaluation history (See Fig-
ure 2-Bottom). We found that in spite of the abstract nature
of the dimension being coded (quality of interaction) inter-
observer reliability was quite high ( average Pearson Corre-
lation between 5 independent observers was 0.79) [44, 42].
We also coded, frame by frame, the presence or absence of a
variety of objective behaviors, e.g., “QRIO was touched on
the head”. Time series analysis revealed that haptic behav-
iors were surprisingly effective predictors of the perceived
quality of interaction. A linear combination of the output
of low-pass filtered touch sensors could predict the frame by
frame quality of interaction, as assessed by humans, very
well [14]. While the interpretation of this result is still un-
clear it helped raise our awareness about the special role
that touch and haptic behaviors play in social interaction.

We also analyzed the results of an experiment conducted
in Year 1. The goal of the experiment was to evaluate two
different dancing algorithms for social robots [44, 42]. The
study lasted 6 field sessions at ECEC, 30 minutes each. For
three randomly selected sessions, QRIO was controlled by
a choreographed dance program. For the other three ses-
sions it was controlled by an optic-flow based dancing algo-
rithm [45]. The study showed that a simple algorithm that
responds to the motion of people was as compelling as a
labor-intensive choreographed dance program. Most impor-
tantly, it taught us that it is possible to run experiments,
not just observational studies, in the relatively uncontrolled
conditions of daily life. We obtained replicable results in
periods of time that were shorter than those typically re-
quired for laboratory studies. In fact we feel strongly that
the experiment would have been very difficult to conduct in
a laboratory setting detached from the daily conditions and
activities of the children.
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Figure 2: Top: Layout of Room 1 at ECEC. There are three

playing spaces. Children are free to move back and forth between

spaces thus providing information about their preferences. Bot-

tom: Judges used a dial to continuously evaluate the quality

of the interaction between children and robots. Judges can si-

multaneously see two synchronized movies taken by two separate

cameras. They can also see the recent history of their evaluation

which is superimposed on the movie as a red graph.

4.2 Mathematical Formalization
A critical challenge in Social Robotics will be the devel-

opment of a mathematical framework for formalizing how
to connect perception and action in the context of real time
social interaction. As part of the RUBI project we took
significant steps towards such a goal. The framework we
are pursuing is based on the Theory of Stochastic Optimal
Control, an area of mathematics and engineering that deals
with the control of probabilistic processes [7]. It focuses on
the problem of finding control laws, i.e., moment-to-moment
mappings between perceptions, internal states, and actions,
to achieve long-term goals. The theory of stochastic opti-
mal control was designed to solve many of the problems that
have been elusive to traditional cognitive and symbolic AI
approaches, particularly in regard to social interaction: (1)
the importance of timing; (2) the fact that social interaction
is a continuous “dance” rather than a turn-taking process;
(3) the need to act intelligently in the presence of constantly
changing and uncertain information. The human brain faces
many control problems when sending motor commands to
the body’s actuators. Riding a bicycle, using a computer
mouse, shooting baskets, and playing music are all control
problems. We and others believe that real time social in-
teraction is also, in essence, a control problem. The pa-
rameters of the social interaction problem are different from
the parameters of the physical interaction problem but the
mathematical structure of these two problems is identical
[31, 49].

We developed an example of how stochastic optimal con-

trol can be used to formalize real time social behavior. In
particular we focused on the problem faced by two month old
infants, given their limited perceptual capabilities, of detect-
ing the presence of responsive human caregivers [29]. The
idea behind the approach was that humans can be identified
by the temporal characteristics of their response to others,
a source of information commonly known as “social contin-
gency” in infancy learning literature [3, 8, 46, 47]. From this
point of view the problem faced by infants is that of detect-
ing the “social contingency signature” hidden in the stream
of activity continuously received by their sensors. Once the
problem was formalized this way, an optimal controller was
developed that scheduled simple vocalizations, moment to
moment, so as to detect social contingency as quickly and
as accurately as possible. The optimal controller exhibited
some interesting properties: (1) It modeled well the tem-
poral dynamics of vocalizations found in social contingency
experiments with infants [37, 31]. (2) Turn taking behav-
iors emerged in the controller as an optimal strategy. Most
importantly these “turns” were not fixed apriori. Its length,
for example, changed dynamically based on the incoming
sensory information. The algorithm was implemented in a
humanoid robot and used as a primitive that allowed it to
learn on its own how to detect human faces [11].

Figure 3: Three real time control problems: person control-

ling a computer mouse, infant playing smile games with Mom,

RoboVie-I playing with a person.

5. SOFTWARE DEVELOPMENT
The design by immersion process was particularly influ-

ential in two aspects of software development: (1) The de-



velopment of a new software architecture for social robotics.
(2) The development of machine learning and machine per-
ception primitives robust enough to operate in field condi-
tions.

5.1 Software Architecture: RUBIOS
We developed the first version of RUBIOS, a software ar-

chitecture inspired on the ideas of stochastic optimal control.
The architecture is designed to handle timing, uncertainty
and learning in a network of goal-oriented message-passing
nodes. The ultimate goal in RUBIOS is to have the pro-
grammer focus on the goals the robot and let probability
theory and machine learning take care of the details of how
to best achieve those goals. Each node in a RUBIOS robot
implements a parameterized “control law”, i.e., a function
that couples the history of past sensor information and inter-
nal representations to current actuator outputs. In addition
each node has a learning processes whose role is to change
the node’s parameters to maximize the long-term pay-off
accumulated by that node.

Nodes can affect each other by offering rewards that vary
as a function of dimensions such as time or similarity be-
tween the desired goal and alternative goals. For example, a
node may offer a reward for positioning a perceived face as
close as possible to a desired location on the retina. In the
default implementation rewards vary as a function of time
and space in an exponential/quadratic manner:

ρ(t, x) = ρ0e
− (x−ξ)2

β e−
t
α (1)

where ρ0 is the peak reward, α the time scale, β the space
scale, and ξ the desired position. Here “space” refers to
an abstract similarity space between states. Within the
RUBIOS framework reflexive processes correspond to offers
with high peak value and short time constants. Moods on
the other hand emerge as a result of offers with small peak
values but very long time constants.

The goal of each RUBIOS node is the long term maximiza-
tion of rewards. To do so each node has a simple control law,
which typically involves a greedy controller, and a learning
process that is in charge of optimizing the default controller.
Nodes can pass information to each other via multiple chan-
nels, which are typically optimized for the type of message
being passed. For example, images are passed via mem-
ory mapping, while low-bandwidth messages are typically
passed via sockets. The current version of RUBIOS consists
of a set of classes specialized on different aspects of robot op-
erations: Inter-node communications, Interface with human
operator, Node monitoring, Servo Control, Game control,
and Vision.

While our experience with the current version of RUBIOS
is still very limited, it holds promise in terms of the ease with
which different programmers can seamlessly add nodes that
integrate with the overall robot behavior. For example, en-
ergy saving was implemented by adding a constant request
for all the servos to move to their resting point, yet hav-
ing that request have a very small peak value and a very
long time constant. Adaptive reflexes were also easily im-
plemented by adding nodes that produce requests with very
large peak values but very short time scales.

5.2 Perceptual Primitives
For the past 15 years our laboratory has focused on the

development of perceptual primitives for social interaction

(e.g., face detection, expression recognition, audio visual
speech recognition). Over the years these systems have been
refined and are now operating in or near real time. RUBI’s
software include the latest versions of face detection, face
tracking and video-based emotion recognition developed at
the laboratory. During Year 1 we found that while our sys-
tems worked well in controlled laboratory conditions, they
did not work reliably enough in the relatively uncontrolled
conditions of the classroom. In Year 2 we focused on the
development of a robust face finder and smile detector that
could provide social robots with reliable estimates of this
important social behavior. The system was trained with a
dataset of 70,000 images collected from the Web, containing
a very wide variety of imaging conditions, races, physical ap-
pearances, etc. The new smile detector has a performance
level of 96.8 % on the dataset and can run in real time at
standard video rates. The system is reliable enough to be
used in a wide variety of applications in real-life situations
and shall be one of the perceptual primitives in the new
RUBI prototype.

5.3 Learning Primitives
We developed a new approach for robots to learn to dis-

cover, in an autonomous manner, the visual appearance of
objects in the world they operate [15]. In particular we
conducted an experiment that demonstrated how a social
robot can learn on its own to detect faces. After less than
6 minutes of interaction with the world, the robot’s visual
system was capable of detecting the presence of people in
novel images with high accuracy (over 90 % correct).

During the 6 minutes of exposure to the world, the baby
robot was never told whether or not people were present in
the images, or whether people were of any particular rele-
vance at all. It discovered that the most consistent visual
explanation for the cause of the observed sensory-motor con-
tingencies was a combination of feature detectors that hap-
pened to discriminate the presence of people very well.

5.4 Hardware Development

RUBI’s robot design was inspired by Hiroshi Ishiguro’s
RoboVie-I humanoid [21, 28]. However, we found that the
RoboVie-I design was frightening to children under 4 years
of age and thus we systematically changed RUBI’s appear-
ance until children found it non-threatening. Some of the
modifications included shortening the body, making it more
plump, including facial expressions, clothes, a touch-screen
and hair. The current RUBI prototype is a three-foot tall,
pleasantly plump robot with a head, two arms, and a touch
screen (See Figure 5). The exterior appearance of RUBI
has been quite successful. In general the children found it
non-threatening and by the end of the 13th session they ex-
hibited a variety of social behaviors towards her including
pointing, hugging, imitation, and social referencing. In Year
2 we completely redesigned RUBI’s hardware while keeping
her external appearance relatively unchanged.

The latest version of RUBI is constructed from two Apple
PowerMac desktop computers. Each unit has two 2.5 GHz
dual-core PowerPC 970MP processors with 8GB of error
correcting (ECC) RAM. One machine has an 802.11g wire-
less card used to control the robot from a nearby wireless
laptop during sessions. Currently RUBI’s full software suite
runs comfortably on a Mac Mini with a single 1.8 GHz Intel



Core Duo processor and 2GB of RAM, even while using two
cameras with face, eye, and smile detection and color track-
ing running on both. Thus the two quad G5 systems give
RUBI ample room to grow, and is essentially a mobile 8-node
cluster. RUBI is capable of running the learning primitives
mentioned in the previous section [15], which require large
amounts of memory and 64-bit processing. RUBI’s sensors
and actuators are organized as a distributed network of con-
trol and sensing nodes, all connected to the main computer
via multiple USB ports. This significantly increases com-
munication bandwidth and avoids the bottleneck associated
with having a master controller in charge of all the servos
and actuators.

By far, RUBI’s arms has proven the most challenging,
frustrating, and elusive hardware design problem encoun-
tered in the project. The difficulty lies on the need for ac-
tuators that can handle the forces applied by children when
interacting with RUBI, yet compliant and small enough to
be safe. Most importantly all of this needs to be done within
a very tight budget. In Year 2 we developed a streamlined
5 degrees of freedom prototype that used high end robotic
RC servos. Unfortunately we ran into two problems: (1)
The servos proved to be too noisy having a significant effect
on the interaction with the children. (2) While they worked
well in our laboratory tests, they did not survive the rigors
of interaction with the children during the field studies. We
are currently working on our third arm design. Critical to
the new design is the issue of compliance control.

Figure 4: A typical view from RUBI’s wide angle cameras

6. LESSONS AND CONCLUSIONS
The RUBI project was conceived as an ambitious experi-

ment aimed at accelerating the development of robots that
interact with people in everyday conditions [39, 13, 9, 21,
28]. The core principle of the project is the idea of design
by immersion, i.e., the immersion of scientists, engineers and
robots in the conditions of daily life as early as possible in
the development process.

We believe this is important for the development of hard-
ware, software, the discovery of the technological and scien-
tific challenges whose solution may maximize progress, and
the development of a theoretical framework for robot con-
trol. Rather than focusing on solving complex problems
in the controlled conditions of laboratory environments we
focused on solving simpler problems in the uncontrolled con-
ditions of daily life.

After two years we are as convinced as ever that the
design by immersion philosophy is sound and healthy. It
helped us: (1) Design machine perception primitives (e.g.,

Figure 5: RUBI teaching materials targeted by the California

Results Developmental Profile from the California Department of

Education.

smile detection) that work well in field conditions, not just
on the standard face datasets. (2) Develop machine learning
primitives that can operate continuously in an unsupervised
manner. (3) Formulate a mathematical approach to real
time social interaction to handle the timing and uncertainty
conditions of daily life. (4) Develop RUBIOS, a prototype
software architecture for social robots. (5) Establish that
long term socialization and bonding can develop between
humans and robots, at least when the robot is partially
controlled by a human being. (6) Identify the particularly
important role of touch and haptic behaviors in the devel-
opment of this bonding process. (7) Develop methods for
evaluating social robot algorithms in an efficient manner in
the conditions of daily life. (8) Identify the importance of
studying how organisms organize behavior at multiple time
scales: from reflexes to moods, emotions, and developmental
processes.

We also identified lessons and limitations of the design by
immersion approach as originally conceived. We were naive
in the idea that we could just immerse ourselves in field con-
ditions on a daily basis and make incremental changes until
we design a “dream social robot”. In practice qualitative
changes are needed in the hardware and software architec-
ture that can take months if not years away from the field.
We also found that some of the intuitions initially drawn
from the field sessions turned out to be misguided, per-
haps setting us back in time. For example, initially we felt
that self-locomotion was a critical component for progress.
We invested time and effort to develop a new version of
RUBI that could move autonomously about the room, only
to discover that self-locomotion was perhaps distracting us
away from the main focus of the project– social interaction.
We under-estimated the difficulties of mechanical and sen-
sor technology issues faced by social robots. For example,
we have not managed to develop a robot arm that operates
robustly in field conditions. We also underestimated the role
that controlled laboratory experiments may play for testing
hypotheses of interest. While the field conditions proved
useful for generating hypotheses it is difficult to eliminate
alternative explanations and find conclusive evidence using



field studies alone. A combination of field studies and tar-
geted laboratory experiments may be a better strategy for
progress.

Overall, we believe the RUBI project is turning out to be
an exciting and useful experiment that illustrates how an
immersive paradigm can help make significant progress in
the emerging field of social robotics.
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